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Abstract

In this paper, we present an interactive system for mechanism modeling from multi-view images. Its key feature is that the generated 3D mechanism models contain not only geometric shapes but also internal motion structures: they can be directly animated through kinematic simulation. Our system consists of two steps: interactive 3D modeling and stochastic motion parameter estimation. At the 3D modeling step, our system is designed to integrate the sparse 3D points reconstructed from multi-view images and a sketching interface to achieve accurate 3D modeling of a mechanism. To recover the motion parameters, we record a video clip of the mechanism motion and adopt stochastic optimization to recover its motion parameters by edge matching. Experimental results show that our system can achieve the 3D modeling of a range of mechanisms from simple mechanical toys to complex mechanism objects.
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1 Introduction

Mechanism modeling is one of the central tasks in commercial CAD software, such as Autodesk Inventor and Solidworks. A typical mechanism modeling procedure usually includes two steps: create 3D part models and design joint constraints among the parts so as to achieve the desired motion. However, the state-of-the-art CAD software packages focus on providing professional tools for expert users to create mechanisms; it is a non-trivial task for an average user to learn the necessary knowledge to use such software packages efficiently to create various mechanism models.

Motivated by the recent progress in image-based interactive modeling [Sinha et al. 2008; Chen et al. 2013], in this paper we propose a multi-view image-based mechanism modeling system for a variety of users who may only have preliminary knowledge in mechanism design. The system is designed to utilize the visible geometric relationship between parts in the images to guide users in complex mechanism modeling. Even though there exist a variety of 3D modeling algorithms from multi-view images [Hartley and Zisserman 2004; Seitz et al. 2006], it is technically challenging to straightforwardly extend these methodologies to model high-quality, functioning 3D mechanism models. First, as a complex man-made object, a mechanism typically consists of many interlinked parts, which leads to severe occlusions among them in 2D images. Therefore, existing multi-view 3D modeling approaches would fall short to handle such cases. Second, its internal motion structure, including the motion constraints among parts, is essential to realize the functional design of a mechanism. Nevertheless, identifying such a motion structure is non-trivial, because this would require algorithms not only to model the 3D shape of each part accurately but also to robustly estimate its underlying motion constraints, i.e., the joints among different parts.

The major contribution of this paper is the development of a novel...
interactive mechanism modeling approach based on multi-view images, which enables us to tackle the above technical challenges on the accurate reconstruction of both part shapes and motion parameters of mechanisms:

- Inspired by [Chen et al. 2013], we extend the stroke-based sweep modeling interface to create 3D parts. Our interactive modeling interface not only enables users to create the 3D shape of each part from the view where it is mostly visible using generalized cylinders or cube shapes but also facilitates users to determine the accurate shape and placement of each part in 3D through the integration of the sparse point cloud data reconstructed from them. Besides, new snapping operations are introduced to assist the estimation of correct geometric relationships between parts, and the part details can be added through parametric modeling. Furthermore, we also develop an alignment algorithm, a variant of the inter-part optimization in [Chen et al. 2013], to optimize the modeling result to enforce the alignment constraints among parts, such as parallelism, orthogonality, and attachment. The algorithm is a single step optimization with 3D point cloud registration term and additional snapping constraints.

- In order to recover the motion structure of a mechanism, we record a video clip of its movements under a specific view. A stochastic motion parameter estimation algorithm is designed to estimate the types of joints between parts and the motion parameters of each part so that the motion of 2D part silhouettes matches the motion of edges detected in the acquired motion video. The joint types are treated as discrete variables, and their possible values are estimated through the geometric shape of their intersections according to the mechanism-specific domain knowledge [Slater 2011]. The formed discrete configuration space is searched using a tree-like representation of mechanism to avoid combinatorial explosion, under the assumption that the motion of the mechanism can be kinematically controlled. The kinematic loops are supported in our system.

We have tested our system on a variety of mechanical objects, ranging from mechanical toys to real mechanisms. The modeling time is around 10 to 30 minutes on an off-the-shelf computer, depending on the complexity of the mechanism. Our experimental results show that our system is capable of effectively reconstructing various mechanism objects from multi-view images, and the reconstructed 3D mechanism models can be directly used for a variety of animation and functional demonstration applications.

2 Related Work

Multi-view 3D modeling: The goal of multi-view 3D modeling is to create complete 3D models from the captured images, and its theory is rigorously formulated in the seminal textbook [Hartley and Zisserman 2004]. A comprehensive survey of multi-view 3D modeling research is given in [Seitz et al. 2006]. Generally, the pipeline of multi-view 3D modeling consists of three steps: the calibration of intrinsic and extrinsic camera parameters [Zhang 2000; Song et al. 2013], dense correspondences among multiple images [Furukawa and Ponce 2007; Valgaerts et al. 2012; Ahmadabadian et al. 2013], and stereo triangulation to compute 3D points. Multi-view 3D modeling has also been extended to handle large-scale images from the Internet, such as photo tourism [Snavely et al. 2006] and Rome city modeling [Agarwal et al. 2011].

Our work is mostly related to the interactive architecture modeling from a collection of photos in [Sinha et al. 2008]. However, different from the 3D plane construction in [Sinha et al. 2008], our work focuses on the shapes of mechanical part primitives and their motion constraints in order to obtain both geometry and structure information of a mechanism.

Sketch-based 3D modeling: Sketching interface, in contrast to WIMP (Windows, Icon, Menu, Pointer), is a metaphor of pen-ink user interaction, which is preferred by designers for the concept design of 3D products. It has been applied to a variety of applications, such as 3D object modeling [Igarashi et al. 1999; Xu et al. 2014], architecture modeling [Chen et al. 2008], volumetric modeling [Owada et al. 2007; Schmidt et al. 2007; Owada et al. 2004], the interpretation of concept sketches [Shao et al. 2013] and 3D shape retrieval [Eitz et al. 2012b; Eitz et al. 2012a]. In [Yin et al. 2014], a skeleton-driven morph-to-fit method is developed to reconstruct 3D shapes from incomplete point clouds as an ensemble of generalized cylinders through a sketching interface. A survey of sketch-based modeling techniques is given in [Olsen et al. 2009].

Our method is inspired by the recent work on combining sketching interface with image edge information for sweeping-based modeling [Chen et al. 2013], named 3-sweep modeling. While the 3-sweep system focuses on 3D modeling from a single photo, the goal of our work is to model mechanism objects with complex structures, which is difficult to be completely captured in a single view due to unavoidable internal occlusions. Our algorithm also supports the integration of sparse point cloud information and image edges to get an illustrative 3D mechanism model to aid product design.

Multi-component 3D models: An important research topic in the processing of a multi-component 3D model is how to maintain the proper constraints among its components. For example, the editing of a multi-component 3D mesh model emphasizes the importance of the motion, symmetry, and primitive shape preserving constraints for high-quality editing results [Xu et al. 2009; Gal et al. 2009; Zheng et al. 2011; Kraevoy et al. 2008]. Such constraints have also been considered in various research efforts on multi-component model processing, including hierarchy analysis [Wang et al. 2011], internal structure visualization [Li et al. 2008], image-based modeling [Xu et al. 2011; Zheng et al. 2012] and component-based geometry synthesis [Kalogerakis et al. 2012; Xu et al. 2012; Shen et al. 2012]. A comprehensive survey of structure-aware processing of multi-component models can be found in [Mitra et al. 2013a].

For a mechanism with multiple parts, Niloy et al. [2013b] proposed a method to visualize its possible motion. Recently, several approaches have been presented to design and fabricate mechanism objects using 3D printing technique [Zhu et al. 2012; Bächer et al. 2012; Ceylan et al. 2013; Coros et al. 2013; Thomaszewski et al. 2014]. In computer vision community, significant efforts have been devoted to detecting rigid parts of an articulated object from image sequences, and analyzing mainly the relative rotational motion between the parts [Jacquet et al. 2013; Yucer et al. 2015]. There also exist research works on modeling mechanism from point-cloud data. However, they mainly focus on extracting geometric primitives, such as cylinders and 3D parts, and did not attempt to recover the motion structure of mechanisms [Huang and Meng 2002; Bey et al. 2011]. The goal of our work is to facilitate the 3D modeling of functional mechanism objects, and the output of our system is multi-part mechanism models which are ready to be the input of the above editing, analysis, and visualization algorithms.

3 Multi-view Modeling Preliminaries

Based on user strokes drawn on 2D images, we need to estimate their 3D positions in order to reconstruct 3D part shapes. In other words, given multi-view images as the input, for a 2D pixel, we need to estimate its global Z value so as to decide its 3D position in the world coordinate system. Our approach first optimizes for the Z values and then compute the global X and Y coordinates for a pixel
derives its global translation vector. Given a 3D coordinate \( i \) and the entries of \( K \) are computed through \( \{x^i, y^i\} \) and the entries of \( K_i \) and \( F_i \). For the detailed derivation of Eq. (2), please refer to the appendix.

Fig. 1 illustrates the basic interface and pipeline of our system. The transparent cyan shapes are the created mechanical parts, while the three red strokes illustrate the basic stroke-based interface to create the next part. The 3D point cloud data is reconstructed from multi-view images using VisualSFM software [Wu 2015].

4 Single Part Modeling

In this section, we describe the interactive part modeling step including its user interface, depth value calculation, and the parametric model to add details to the 3D objects.

4.1 3D Part Generation Pipeline from Images

We use three steps to create the 3D shape of a single part. First, the user selects a proper view where the part to be constructed is mostly visible. It can be done by selecting an image or navigating through the 3D point cloud data. Second, the user needs to decide whether the part should be constructed directly based on the sparse point cloud data, or constructed by snapping to the surface or the edges of already modeled parts. Third, the user draws the base profile and sweeping axis to generate the part shape.

Simple primitives: Simple primitives such as generalized cylinders and cubes are supported in our system. We adopt the stroke interface similar to [Chen et al. 2013], where the first two consecutive strokes are used to specify the base profile, and the third stroke serves as the axis for the sweeping operation. The places to draw the strokes are selected from the silhouette of the part in the image. As shown in Fig. 2, the three straight strokes \( \{S_1, S_2, S_3\} \) are connected to each other, and we denote the four end points of the three strokes as \( \{e_1, e_2, e_3, e_4\} \).

We further allow the base profile to be a free-form, non-uniform B-Spline curve to model parts with complex shapes [Cao et al. 2014]. See Fig. 5 for an example of the modeling of a crank in the image. In this case, we allow the user to draw the first two strokes to specify the plane for the free-form base profile. There could also exist very thin parts in a mechanism, for example, the two thin rectangles beside the piston cylinder (see Fig. 1). Our system allows the user to only draw the base profile and extrude the third dimension with a user-specified thickness parameter through the third stroke.

Some parts are more conveniently modeled by the union of several sweeping primitives. As an example, in Fig. 1, the slider connecting to the piston is modeled as the union of a cylinder and a cube. In that case, we allow the user to group these decomposed sweeping surfaces into one part to ease the following motion parameter estimation.

Derivation of Z values for stroke end points: The end points of the first two strokes define the base profile. For a cylinder, the first stroke is supposed to define the diameter of the base circle, and the end point \( e_3 \) of the second stroke indicates a point on the circle. However, often none of the sparse 3D points corresponds to some specified 2D end points. We then derive an equation to calculate the \( Z \) value based on the perpendicular relationship between two edges \( e_1 e_3 \) and \( e_2 e_3 \) in 3D. If \( Z_1 \) and \( Z_2 \) for \( e_1 \) and \( e_2 \), respectively, are known, the \( Z_3 \) for \( e_3 \) can be determined via the following perpendicular condition:

\[
\overline{e_1 e_3} \cdot \overline{e_2 e_3} = (f_X(Z_3) - f_X(Z_1)) \cdot (f_X(Z_3) - f_X(Z_1)) + (f_Y(Z_3) - f_Y(Z_1)) \cdot (f_Y(Z_3) - f_Y(Z_1)) + (Z_3 - Z_1) \cdot (Z_2 - Z_1) = 0
\]

Eq. 3 is a quadratic function of \( Z_3 \), and our approach picks its solution closest to \( Z_1 \) in the local coordinate system of the selected view. For \( Z_1 \) and \( Z_2 \), we require the user to draw stroke end points on the corresponding points computed from multi-view images, where the \( Z \) values can be easily determined. In the case where only \( Z_1 \) is known, we assume \( Z_2 \) has the same value in the local coordinate system of the selected view (Fig. 2). The \( Z \) values of a cube can also be estimated through the perpendicular condition between the first and second strokes.

Fig. 3 illustrates the difference of the modeling result between our procedure and the 3-sweep method [Chen et al. 2013]. As we estimate the \( Z \) value with the assistance of the sparse 3D points from multi-view images, its modeling result from one view can match with other views, which is not guaranteed by the 3-sweep method with an arbitrarily estimated \( Z \) value. Therefore, our modeling result is more suitable to mechanism modeling with non-trivial geometric relationships among parts.

Snapping operations: Parts in a mechanism are often attached to each other. We thus introduce a new concept of snapping operations to exploit this relationship to obtain accurate placements of the parts, which would help to resolve the ill-conditioned inverse projection from 2D points in an image to 3D points. The 3D surface and/or edge for the snapping operations can be determined manually or automatically by checking whether the drawn base profile is inside the 2D region of the created parts. Our system supports the following two types of snapping operations.
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Figure 3: A comparison between our modeling method and 3-sweep method [Chen et al. 2013]. The cylindrical piston modeled by the 3-sweep method (a), but it does not have the right 3D positions in other views (b). The resulting 3D model by our method with the assistance of sparse 3D points (c), and it has the right positions in other views (d).

- **3D object snapping**, defined to snap a part to the surface of already created 3D objects. When the user draws strokes to specify the base profile of a part, our system detects whether the end points of the strokes are on the surface of already drawn objects through the OpenGL selection mechanism. If so, the depth values of the end points are set to be the depth values extracted from the Z-buffer at those points.

- **Silhouette snapping**, defined to snap a part to the silhouette of created 3D objects. Our system detects whether the end points of the drawn strokes are sufficiently close (e.g., below a user-specified threshold) to the silhouette of already drawn objects. If so, the depth values of the end points are set to be the depth value of the point on the silhouette that is the closest to the drawn end points. The silhouettes of the drawn 3D objects are determined through edge detection in their OpenGL rendering result of the current view.

The above 3D object snapping operations are performed prior to the silhouette snapping operations in our system. Note that the user can manually turn on/off snapping operations when the system performs wrong snapping operations.

### 4.2 Part Details and View Selection

**Part details:** Although the combination of primitive shapes and the extrusion of free-form profile curves can cover most shapes of the mechanical parts in our experiments, it will be tedious for the user to model the details of mechanical parts, such as gear tooth, using such operations. To address this issue, our system supports the use of parametric models to add geometric details to those mechanical parts. Without the loss of generality, we take the generation of parametric models to add geometric details to those mechanical parts. The above 3D object snapping operations are performed prior to the silhouette snapping operations in our system. Note that the user can manually turn on/off snapping operations when the system performs wrong snapping operations.

**View selection:** In the modeling of a mechanical part from multi-view images, the user can select a specific view with the largest visibility of the part to handle occlusions. Besides directly selecting images, we also allow the user to rotate the object in 3D view; once a 3D view is selected, we can automatically determine its corresponding 2D image by selecting the captured image whose extrinsic matrix is closest to the current 3D view. After view selection, all the modeled parts are rendered into the current view, facilitating the stroke drawing and snapping operations in the part modeling.

### 5 Part Alignment Optimization

Mechanism objects are classical examples of man-made objects and their parts typically conform to global alignment constraints, such as parallelism, orthogonality, and attachment constraints [Li et al. 2011]. In [Chen et al. 2013], these constraints are represented by the alignment constraints among the vectors formed by the anchor points of a primitive and optimized to improve the quality of the modeling results. We also adopt the anchor point idea for global alignment constraints but reinforce them to integrate the snapping constraints.

Moreover, since the 3D information required to derive the 3D positions of anchor points are nicely initialized by the multi-view reconstruction result, our optimization algorithm does not need to start with the guess of depth information as in [Chen et al. 2013]. It directly optimizes the 3D positions of anchor points according to various alignment constraints. In this section, we first briefly describe the selection of anchor points and then details the snapping constraints and our optimization algorithm.

**Anchor points representation:** The anchor points \(\{C_{ij}, j = 1..m_i\}\) for a part \(P_i\) are usually selected to be the end points of its central axes. In this way, the parallelism constraint between parts can then be represented by the parallelism of the cen-
tral axes of two parts. The anchor points are selected differently for different primitive shapes. For a generalized cylinder, we use two end points on its main axis as the optimization variables while keeping its radius constant. Thus, the value of \( m \) is 2 in this case. For a cube shape, we approximate its shape using six anchor points (i.e., \( m = 6 \)) that stay on the three main axes passing through the cube center (see the right inset). Thus, the cube can be translated and scaled if the lengths of the main axes are changed while optimizing the positions of its anchor points.

The six types of constraints between the anchor points of mechanical parts used in [Chen et al. 2013], including parallelism, orthogonality, collinear axis endpoints, overlapping axis endpoints, coplanar axis endpoints, and coplanar axes, are also supported in our system.

**Snapping constraints:** They are used to snap an arbitrary point of a part to one plane or edge of another part, as illustrated in Fig. 6, which is called point-on-line and point-on-plane constraints in this paper. Note that the points to be snapped are not anchor points but usually the stroke endpoints drawn by the user in these two constraints.

The snapping constraints are integrated into the optimization by representing the position of a point, for a part, by the linear combination of its anchor points. Specifically, for any point \( v_i^p \) of a created 3D part \( P_i \), its 3D coordinates can be represented by the combination of its anchor points as \( v_i^p = \sum_j w_{ij} C_j \). Arbitrary lines and planes can also be derived from the 3D positions of anchor points subsequently. The coefficients are computed after the single part modeling and kept constant in the alignment optimization.

Such a representation is suitable for generalized cubes with three pairs of anchor points, which can be viewed as their local coordinate systems. However, it is not applicable to generalized cylinders with only one pair of anchor points. We thus only allow to apply the point-on-line or point-on-plane constraint at their anchor points, and only the top and bottom cap planes of a cylinder are allowed to be the planes in the point-on-plane constraint.

**Alignment constraints optimization:** The energy function is designed to maximize the projection accuracy of anchor points while preserving the identified constraints. Specifically, it can be formulated as follows:

\[
E = \sum_{i,j} \| P(C_{ij}) \hat{z}_{ij} - [x_{ij}, y_{ij}] \|^2 + w_d \sum_m \| \text{dist}(v_m, e_n) \|^2
\]

Subject to: \( S_{ij}(C_{ij}, C_{in}) = 0, \ i, l = 1 \cdots K \)

\( G_i(C_{ij}, C_{in}) = 0, \ j, n = 1 \cdots m_i \)

In the first term, \( \hat{z}_{ij} \) represents the \( z \) component of the projected homogeneous coordinate, the projection function \( P(.) \) is defined in Eq. 1, and \( [x_{ij}, y_{ij}] \) is the 2D pixel coordinate of its projection on the view where the part is drawn. The values of \( [x_{ij}, y_{ij}] \) are kept constant as the initial drawn positions in the optimization procedure. Therefore, our objective function is designed to minimize the variation between the initially drawn parts and the optimized parts: the anchor points are only allowed to move around the initial positions. \( S_{ij} \) represents the identified semantic constraint between two parts \( P_i \) and \( P_j \), while \( G_i \) represents the orthographic constraint between a pair of anchor vectors of a cube part \( P_i \).

The second term is used to minimize the distances between sparse 3D points and the reconstructed model, where \( e_n \) is the closest part of a 3D point \( v_m \). The computation of the distance function \( \text{dist} \) is related to the part type. For a generalized cylinder, the distance is computed as the absolute difference between the closest distance from its central axis and a 3D point and the radius of the cylinder. The distance between a 3D point to a cube is just the closest distance from the point to any of its six planes. All the distance functions can be represented by the coordinates of the anchor points. If the closest distance between a part and a 3D point is within a threshold (default 0.5), or the closest point on a part according to the distance function is within the volume of the part, the 3D point is deemed to belong to the part. The weight \( w_d \) is set to be \( 10^{-4} \) in our implementation. It is small since we do not want the optimization result to be overweighted by the substantial noise in the reconstructed point cloud. The energy function in Eq. 4 is optimized by the augmented Lagrangian method [Jorge and Stephen 2006].

### 6 Motion Parameters Estimation

While we have the basic geometry of the parts in a mechanism after the interactive modeling step, it is still not enough to reveal its kinematic structure: the interaction between connected parts to realize the functional design (i.e., target motion) of the mechanical assembly. As shown in [Mitra et al. 2013b; Zhu et al. 2012], the motion of a mechanism is initialized at the driving part and transferred to other parts through its kinematic chain, i.e., the joint types between connected parts and the shape of each part. Therefore, we design a motion parameter estimation algorithm to determine these three kinds of information, namely, the motion of the driving part, the joint types between connected parts, and the shape parameters of each part. The necessity of re-estimating the shape parameters is due to that the shapes of certain occluded parts might be incorrect or they might not be sufficiently accurate to reproduce the target motion. For example, as shown in Fig. 1, the slider connected to the piston is occluded; therefore, it is difficult to obtain its correct length at the interactive modeling step, which would result in inaccurate motion as illustrated in Fig. 8.

We thus use a pre-recorded video clip of the mechanism motion as the input of our motion parameters estimation algorithm, which is taken at one of the viewpoints used in the aforementioned multi-
6.1 Joint Types

We treat a mechanism as a collection of rigid bodies inter-connected to transmit rigid motions, and a joint connects two parts to form a kinematic pair. Different joint types impose distinct motion constraints between two parts. Figure 9 summarizes the four main types of joints used in our mechanism modeling experiments: fixed or welded joints, revolute joints, gear-2-gear contact joints, and point-on-line joints.

Rules-based guess for joint types: As pointed out in [Mitra et al. 2013b; Xu et al. 2009], the relative motion of two parts connected via a joint should be a slippable motion that does not lead to the penetration of parts and it can be determined by the type of their intersection surface. Particularly, the slippable motion is rotation at a cylindrical intersection surface, corresponding to a revolute joint, and a sliding motion at a planar intersection surface, corresponding to a sliding joint in this paper. As such, we can categorize the joint types based on the slippable motion of the intersection surface, and further derive a set of rules to have a reasonable guess on the possible joint types as follows:

- If a generalized cylinder is connected to the surface of another part, we can soundly guess that the joint between them would be an either fixed or revolute joint, since the intersection surface in this case is either a generalized cylinder whose slippable motion is rotation or a generalized cylinder that can be a shaft to transfer the motion so it is fixed to that part.
- If a generalized cylinder or a slim cube serves as a connecting rod and it is connected to the interior of another part, we can guess that there is a fixed joint or sliding joint. For the sliding joint, its sliding direction is selected as the axis of the local coordinate system. Only the line direction that can keep the length of the connecting rod constant in motion is feasible, which can be tested in kinematic simulations.
- If two gears are in contact, it is unquestionable there exists a gear-2-gear contact joint to transfer the rotational motion from one gear to the other.
- If a cube is placed on a plane, we assume that there is a point-on-line joint, and the line directions parallel to the surface are two axes of the local coordinate system of the cube, since the slippable motion for a plane is sliding.

To the end, we can obtain a possible, small set of joint types for each pair of connected parts, i.e., they serve as the possible values of discrete joint types.

6.2 Motion Estimation of the Driving Part

It is critical to obtain the accurate motion of the driving part of a mechanism, since it actually determines the entire motion of the mechanism through its kinematic chain. In our algorithm, the motion of the driving part is referred to as how it moves in each frame of the recorded motion video. For example, the rotational motion of the driving part is calculated as the rotational angle at each frame with respect to a rotation axis.

Since the viewpoint of the input video is usually selected to ensure parts with large motions are visible, the perspective effect poses difficulties in the computation of rotational angles. We choose to remove the perspective distortion of the primitive driving part by homography transformation and then calculate the rotational angle through feature matching [Lowe 2004]. As shown in Fig. 7, the circle of the driving gear in the recorded viewpoint is transformed to its front view at two consecutive frames $i$ and $i + 1$. With the
Figure 9: Joints. (a) The two parts connected via fixed joint move in the same direction. (b) The gear-to-gear joint can transfer the rotational motion from one gear to another. (c) The relative motion of a revolute joint is rotation. (d) The sliding (point-on-line) joint indicates that the block can slide on the planar surface of another part.

corresponding feature points, we can calculate the rotation angle with respect to the rotation axis as follows:

\[ \theta^{i,i+1} = \text{avg} \sum_j \arccos \frac{\overrightarrow{OA}_j \cdot \overrightarrow{OA}_j}{|\overrightarrow{OA}_j| \cdot |\overrightarrow{OA}_j|} \]  

(5)

where \( A_j \) and \( \overline{A}_j \) are two corresponding feature points, and \( O \) is the center of rotation which is computed by the projection of the 3D rotation center of the modeled driving gear. The homography transformation is computed by choosing four points on the 3D gear and their projections on the front view by setting up a virtual orthographic camera whose principal axis is the rotation axis of the gear.

The initial rotational motion calculated by Eq. 5 can be further optimized by checking how the image regions of the driving gear in two consecutive frames are matched. Specifically, we optimize the rotational motion using the following objective function:

\[ E_{\text{rot}} = \sum_{m} \sum_{n} \left| I_{m,n} - I_{\text{rot}(m,n)}^{i,i+1} \right|^2 \]  

(6)

where \( W \) and \( H \) are the dimensions of the gear in the front view, and \( \text{rot}(m,n) \) denotes the function to rotate the image coordinate \( (m,n) \) at frame \( i \) to frame \( i+1 \). To reduce the influence of the background on the optimization, we first render the 3D gear at the starting video frame and only choose the pixels inside its projected region during the optimization. Thus, in Fig. 7, the pixels inside the holes of the gear are eliminated from the optimization.

If the driving motion is a linear translation, we can similarly compute its 3D motion through corresponding feature points. One extra computation is to transform the translation in pixel unit to the corresponding 3D motion on the translation axis based on the known projective information.

6.3 Stochastic Estimation Algorithm

If the projected silhouettes of each part are close to the matched edges in each video frame, we deem the current set of motion parameters are sufficiently accurate to reproduce the recorded motion. Therefore, the objective function for motion parameters estimation is designed to be the summed squared distance between the silhouette pixels and their corresponding edge pixels in video frames, denoted by silhouette matching energy. It can be formulated as follows:

\[ E(\mathcal{J}, \mathcal{P}) = \min_{\mathcal{J}, \mathcal{P}} \sum_{i} \sum_{j} \left\| \tilde{e}_j(\mathcal{J}, \mathcal{P}) - e_j \right\|^2 / m^i \]  

(7)

where \( \mathcal{J} \) denotes the set of joint types and \( \mathcal{P} \) denotes the set of part shape parameters. The pixel \( j \) at frame \( i \) on the 2D silhouette of the 3D part is denoted by \( \tilde{e}_j \), and it is computed by extracting the edge pixels from the rendered result of the 3D part at each frame with the optimized camera settings in multi-view reconstruction. It can be easily done by retrieving the frame buffer in OpenGL rendering pipeline. Also, \( e_j \) denotes the edge pixel at video frame \( i \), corresponding to \( \tilde{e}_j \). We determine \( e_j \) in the following two steps: (i) we first identify the closest edge pixel in the recorded video frame \( i \); (ii) if the closest distance is below a user-specified threshold (10 pixels in our experiments) and the angle between the normals at these two pixels is below a threshold (15° in our experiments), the closest edge pixel is accepted as the \( e_j \). If such a \( e_j \) cannot be identified using the above protocol, \( \left\| \tilde{e}_j(\mathcal{J}, \mathcal{P}) - e_j \right\| \) in the above Eq. 7 is set to a large penalty value (in our experiments it is set to 1000). The correspondences between edge pixels and silhouette pixels of all the frames except the first frame need to be re-computed once the parameters are updated in the optimization process. The reason for the first frame exception is due to the reason that the drawn parts usually well match with the boundary edges at the first frame, where the mechanism is not in motion. We extract edges from the video frames using the classic canny edge detector [Canny 1986].
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Stochastic optimization: Since it is technically infeasible to construct an analytical function to map the joint type and part shape parameters to the silhouettes of the parts in motion, we minimize Eq. 7 with stochastic optimization techniques, where joint types are discrete random variables and part shape parameters are continuous random variables. Furthermore, due to the reason that joint types can be initially guessed with sound prior knowledge in mechanism theory (Section 6.1), each joint has a small set of possible types. Therefore, we separate the optimization process into two stages: the joint types are first exhaustively searched and then the set of joint types with smallest silhouette matching energies are retained for the subsequent shape parameter optimization. Specifically, we will keep two sets of joint types with two smallest silhouette matching energies and optimize the shape parameters for them, respectively, if the difference of their silhouette matching energies is below a threshold. Finally, the joint types and the shape parameters leading to the smallest matching energy are accepted as the optimal solution.

Joint type search: The search for joint types starts with organizing the connection graph, with possible loops, of parts into a tree-like representation as in [Zhu et al. 2012], where a node denotes a part and an edge denotes a joint. First, our algorithm traverses the graph in a breadth-first manner to form an array of the nodes, starting from the driving part. Second, we detect the shortest loop for the node with the smallest array index. The loop can pass the driving parts, but the driving parts are not included in the formed loop. An edge can only appear in a loop once, and we group the parts and the joints in the loop into a virtual part. All the nodes in the virtual part should be marked as visited and ignored in the subsequent loop detection. However, the virtual part itself is put at the position of the node with the smallest index, since other possible loops can be detected from the virtual part again. Third, if the graph is loop-free, our algorithm organizes the virtual or real parts into a tree representation of the mechanism, choosing the driving part as the root node. For a mechanism that might have more than one driving parts, the driving parts are specially treated as one grouped driving part in current implementation to ease the tree representation. Afterwards, our algorithm searches for joint types exhaustively on one path from the root to a leaf node, and then proceed to other paths in the tree while ignoring the joints already searched. As illustrated in the right inset, supposing each edge has two choices of joint type, the joint type search for the whole tree can be done in 20 times, since the shared edges only need to be searched once. For instance, after the path formed by edges \{A, B, C, D\} is searched, later the shared two edges (i.e., A, B) do not need to be searched again. In this way, this search is more efficient than a purely combinatorial method, which is 64 times in this case. For a virtual part, its number of possible joint types is the product of the numbers of possible joint types of all its grouped joints, and it is simulated by the joint constraint equations and rigidity constraint of each part as in [Coros et al. 2013]. In the worst case, all the parts might be grouped into one virtual part and our search will be degenerated to an exhaustive search method.

Shape parameter optimization: The shape parameters are optimized through the simulated annealing algorithm, inspired by the shape parameter optimization algorithm in [Zhu et al. 2012]. We minimize a Boltzmann-like objective function as follows:

\[
    f(x) = \exp \left( - \frac{\tilde{E}(P)}{T} \right) \tag{8}
\]

where \( \tilde{E}(P) \) is the cost function computed for \( E(J, P) \) by fixing the joint parameters found at the above joint type search step. A new state \( P' \) is proposed at each iteration and accepted with a probability calculated below.

\[
    \alpha(P' | P) = \min \left( 1, \frac{f(P')}{f(P)} \right). \tag{9}
\]

The annealing parameter \( T \) is initialized to be 0.1, and its value is decreased by a factor of 0.9 every 50 iterations.

Our random shape parameter generation procedure to explore the configuration space \( \mathcal{P} \) works in a two-phases protocol. First, we pick a mechanical part and one of its shape parameters with a uniform distribution. Second, the new shape parameter is sampled from a Gaussian distribution \( [N(s, \delta^2_s)] \), where \( s \) is the current value of the parameter, and the distribution variance, \( \delta_s \), is set to \( \frac{\sigma}{10} \) of its value after the modeling step, since we assume the modeling result after alignment optimization is reasonably close to the optimal shape parameters that influence the final motion.

The shape parameters for each part are illustrated in Fig.10. We allow the translation of the driving gear to control the location of the kinematic chain in the mechanism, which is denoted by \( XYZ \) in Fig. 10. The shape parameters for a gear and a cylindrical rod are the same, where the length of the cylinder is denoted by thickness in the case of gear. For a crank part, the length of its handle indicates the distance between the slider center and the crank center in the local \( Z \) axis, which influences the movement of the slider. Each part in our system has a local coordinate system, and we choose the \( Z \) axis to point to their child parts. Besides the shape parameters, as in [Zhu et al. 2012], all the parts are allowed to move along the local \( Z \) axis of their parent parts.

Discussion: We only optimize the motion parameters with respect to a video clip of the mechanism recorded from a single viewpoint. In general, the information from a single viewpoint is insufficient to determine its 3D counterpart. However, in our case since the parts in the mechanism move with rigid motion, their motion information can be robustly recovered based on the edge features from a single viewpoint as investigated in model-based object tracking [Chin and Dyer 1986; Krags and Christensen 2003], given the accurately reconstructed camera and 3D shape information. The main reason is that the reconstructed part shapes already reasonably match with the sparse 3D point cloud, and the shape parameters control the global shape of the parts, which means their changes directly influence how the rigid motion of the parts is matched with that in video.
Figure 12: Mechanism models created by our system. (a) Multi-view images with sparse point cloud data. (b) Interactive modeling results. (c) Refined results. The holes and bevels are generated in Blender software within 10 minutes.
Table 1: Statistics of the reconstructed models. #parts denotes the total number of the parts of the reconstructed mechanism. All the times were measured in seconds.

<table>
<thead>
<tr>
<th>Name</th>
<th>#Parts</th>
<th>Parts in Motion</th>
<th>Modeling</th>
<th>Alignment</th>
<th>Joint guess</th>
<th>Stochastic optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piston-engine</td>
<td>31</td>
<td>10</td>
<td>25m</td>
<td>1.38s</td>
<td>20</td>
<td>198.4s</td>
</tr>
<tr>
<td>Three-gears</td>
<td>13</td>
<td>8</td>
<td>12m</td>
<td>0.53s</td>
<td>16</td>
<td>180.3s</td>
</tr>
<tr>
<td>Crank-block</td>
<td>11</td>
<td>6</td>
<td>15m</td>
<td>0.39s</td>
<td>8</td>
<td>170.4s</td>
</tr>
<tr>
<td>Robot-arm</td>
<td>17</td>
<td>8</td>
<td>20m</td>
<td>0.59s</td>
<td>128</td>
<td>205.7s</td>
</tr>
<tr>
<td>Clock</td>
<td>49</td>
<td>12</td>
<td>20m</td>
<td>1.16s</td>
<td>34</td>
<td>228.2s</td>
</tr>
<tr>
<td>Windmill</td>
<td>57</td>
<td>15</td>
<td>30m</td>
<td>0.87s</td>
<td>134</td>
<td>210.6s</td>
</tr>
</tbody>
</table>

Figure 14: Left: the shape parameter optimization result by the simulated annealing algorithm in our method. Right: the optimization result by the coordinate descent method. The red lines indicate the uncorrected mismatches by the coordinate descent method.

7 Experimental Results

We have implemented the system on a desktop PC with Intel i5 CPU (2.67G HZ) and 8G memory. The modeling algorithm has been tested on six mechanism objects ranging from simple mechanical toys to small-scale real mechanisms. The statistics of each reconstructed mechanism are listed in Table 1.

Interactive modeling: We tested our modeling system on four real mechanisms, the piston-engine in Fig. 1 and the other three mechanisms: simple three-gears, crank-block and robot arm, in the first three rows in Fig. 12. For the two relatively simple mechanisms (simple three-gears, and crank-block), their interactive modeling time was around 12-15 minutes. The piston-engine mechanism has 31 parts, and its crank part is of free-from profile curve. It is relatively complicated and its modeling time was around 25 minutes.

As illustrated in Fig. 13, the robot arm mechanism has 8 parts. A four-bar linkage is used to transfer the motion from the two driving gears to the longest arm on the top of the mechanism. We write a program to control the two electric motors, i.e., the two metal boxes in Fig. 13, to drive the two revolute joints of the four-bar linkage. Therefore, the motion of its two driving parts can be directly determined; the motion estimation for the driving parts can be avoided for this specific case. The motors and the links between them and the driving parts are not included in the modeling results for the clarity purpose.

The last two rows of Fig. 12 illustrate the modeling results of two mechanical toys. The first mechanical toy has many parts, but most of them are generalized cylinder shapes. Thus, it is relatively simple for our modeling system to obtain the 3D modeling result. It took only 20 minutes to obtain the modeling result shown in Fig. 12(b). Another mechanical toy modeling result is shown the last row of Fig. 12, where the wings of the windmill are modeled by flat cubes.

Stochastic optimization: Fig. 11 illustrates the convergence of the simulated annealing algorithm to search for the shape parameters. The number of iterations is approximately proportional to the number of shape parameters to be optimized. Therefore, for the piston-engine model of 21 shape parameters, the number of its iterations, 150, before convergence is larger than that for the robot arm mechanism with 15 shape parameters. Fig. 8 illustrates the corrected mismatches between the part silhouettes and the part edges in one video frame after stochastic optimization.

We also compared the simulated annealing algorithm used in our method with coordinate descent optimization algorithm, where the gradient of each shape parameter is numerically computed. The reason we chose coordinate descent method over gradient decent method is that the geometric constraints between parts are mutually influenced and thus they are hard to maintain correctly if all the shape parameters are optimized simultaneously. Fig. 11 shows that the simulated annealing method can achieve lower silhouette matching energies than the coordinate descent method for this highly nonlinear mapping from part shape parameters to 2D silhouettes, due to its ability to avoid the local minimum. Also, a side-by-side comparison of the silhouette matching results of the robot arm model is shown in Fig. 14.

Table 1 lists the number of guesses in the exhaustive search of joint types. For simple toy examples whose joint types are dominated by gear-2-gear contact, the joint type choices for these examples are mainly the connection between gears to cylinders for the purpose of installation. The windmill toy has a long kinematic chain of 10 parts through the driving gear to the final motion of windmill, which contain 3 gear-2-gear contacts to transmit the motion. In our algorithm, the joint type search times for the windmill toy are 128 for the chain and 6 for the other 3 joints between gear and installation cylinders, totally 134, which can be finished in around 30 seconds on our quad-core computer. According to our loop detection algorithm, all the parts of the robot arm, except #8, are in one loop as illustrated in Fig. 13. Since the joints in the loop can only be fixed or revolute joints with respect to their cylindrical intersection, 128 times of joint type search is needed for this model.
Validation: The validation study, as shown in Fig. 15a, is to illustrate the quantitative error between our modeling result and the real mechanism shown in the second row of Fig. 12. The real mechanism was fabricated using a 3D printer, and then we took photos to reconstruct its 3D model. Thus, the reconstructed 3D model can be directly compared to the original model to study the modeling accuracy of our approach. The dimension of the real mechanism is 180mm × 180mm × 75mm, and the surface approximation error as shown in Fig. 15a is small, usually below 1mm. We also fabricated a mechanism toy model using a 3D printer to validate the motion parameters estimation result. The accompanying video shows that the estimated motion parameters are sufficiently accurate to reproduce very similar motion to the original model.

8 Discussion and Conclusion

In this paper, we present a modeling system to create a variety of 3D mechanisms from multi-view images. It consists of two main steps: The first step is a stroke-based interactive interface to create the 3D shapes of mechanism parts through the integration of the edge information in images and the sparse 3D point cloud reconstructed from the multi-view images. The second step estimates the joint types between the parts and further optimizes their shape parameters to reproduce the mechanism motion, using a pre-recorded video clip of the motion of a mechanism.

Limitations and future work: In our current system, the type of a joint or the relative motion between a pair of parts is constrained according to the part types and their intersection surface in mechanism theory. This is the reason we design a set of rules to guess joint types. However, the set of rules in our current system only supports the four main types of joints. Ideally, they can be further expanded to cover more types of joints in mechanism design, such as geneva and escape mechanisms. Also, the part type information is manually specified via our interactive user interface; an automatic or semi-automatic part type recognition algorithm can help to reduce such manual efforts.

The joint type search in our current method performs exhaustive search for every combination of joint types of a virtual part, which is less optimized, indeed. We plan to address this issue by developing pruning algorithms to remove infeasible combinations as soon as possible in the search process. For example, if one joint of a four-bar linkage is fixed, then the part rigid constraints are violated in motion. Thus, all the joint combinations that have that fixed joint should be avoided. To this end, a smart algorithm to do early judges on whether a joint type configuration is feasible would help to improve the search efficiency.

Our current modeling method requires the part to be at least partially visible for the purpose of its 3D modeling, which limits its application to mechanisms with severe occlusions. In such cases, it is difficult to perform the reverse engineering of a complex mechanism as a whole. A common strategy is to divide and conquer - decompose a complex mechanism into multiple meaningful sub-modules and model them separately. An interesting research direction would be to tackle the occlusion problem by estimating the invisible parts according to the motion of the visible parts with respect to the mechanic constraints.

In the future, we also plan to integrate sketch-based interface for the modeling of 3D curves and free-form shapes to create more complex mechanisms, breaking the modeling limitation of generalized cylinders or cubes. Furthermore, to improve the accuracy of the reconstructed mechanism models, we also plan to investigate how to apply our interface to reconstruct parts from dense 3D point clouds from a 3D scanner or depth data captured by off-the-shelf depth cameras.
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Appendix

The Eq. 2 can be derived by the expansion of the Eq. 1. For the purpose of clarity, we drop the subscript i to the homogenous coordinate [x, y, z] is related to the homogenous coordinate [x, y, z] which can be easily solved to obtain:

\[ \begin{bmatrix} \bar{x} \\ \bar{y} \\ \bar{z} \end{bmatrix} = \begin{bmatrix} m_{11}X + m_{12}Y + m_{13}Z + m_{14} \\ m_{21}X + m_{22}Y + m_{23}Z + m_{24} \\ r_{31}X + r_{32}Y + r_{33}Z + r_{34} \end{bmatrix} \]

where:

\[
\begin{align*}
m_{11} &= f_1 r_{11} + c_x r_{31}, m_{12} = f_1 r_{12} + c_x r_{32} \\
m_{13} &= f_1 r_{13} + c_x r_{33}, m_{14} = f_1 t_1 + c_x t_3 \\
m_{21} &= f_2 r_{21} + c_y r_{31}, m_{22} = f_2 r_{22} + c_y r_{32} \\
m_{23} &= f_2 r_{23} + c_y r_{33}, m_{24} = f_2 t_2 + c_y t_3 \\
\end{align*}
\]

Since the pixel coordinate \( (x, y) \) is related to the homogenous coordinate \( x^\ast, y^\ast, z \) by Eq. 11 implies two linear equations of \( \{X, Y\} \), which can be easily solved to obtain:

\[
\begin{align*}
X &= f_X(Z) = a_x Z + d_x \\
Y &= f_Y(Z) = a_y Z + d_y
\end{align*}
\]

The coefficients in the equation is detailed as follows:

\[
\begin{align*}
a_x &= \frac{a_1^x - a_2^x}{n_1 - n_2}, \quad d_x = \frac{d_1^x - d_2^x}{n_1 - n_2} \\
a_y &= \frac{a_1^y - a_2^y}{n_1 - n_2}, \quad d_y = \frac{d_1^y - d_2^y}{n_1 - n_2}
\end{align*}
\]

where:

\[
\begin{align*}
a_1^x &= (m_{22} - r_{32} y)(m_{13} - r_{33} x), a_2^x = (m_{12} - r_{32} y)(m_{23} - r_{33} y) \\
d_1^x &= (m_{22} - r_{32} y)(m_{14} - t_3 x), d_2^x = (m_{12} - r_{32} y)(m_{24} - t_3 y) \\
a_1^y &= (m_{11} - r_{31} x)(m_{23} - r_{33} y), a_2^y = (m_{13} - r_{33} x)(m_{21} - r_{31} y) \\
d_1^y &= (m_{11} - r_{31} x)(m_{24} - t_3 y), d_2^y = (m_{13} - r_{33} x)(m_{22} - t_3 y) \\
n_1 &= (m_{11} - r_{31} x)(m_{22} - r_{32} y), n_2 = (m_{12} - r_{32} x)(m_{21} - r_{31} y)
\end{align*}
\]
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