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Abstract

We present a method for radiometric calibration of cam-
eras from a single image that contains a human face. This
technique takes advantage of a low-rank property that exists
among certain skin albedo gradients because of the pig-
ments within the skin. This property becomes distorted in
images that are captured with a non-linear camera response
function, and we perform radiometric calibration by solv-
ing for the inverse response function that best restores this
low-rank property in an image. Although this work makes
use of the color properties of skin pigments, we show that
this calibration is unaffected by the color of scene illumi-
nation or the sensitivities of the camera’s color filters. Our
experiments validate this approach on a variety of images
containing human faces, and show that faces can provide
an important source of calibration data in images where
existing radiometric calibration techniques perform poorly.

1. Introduction

In many computer vision algorithms, image intensity is

assumed to be linearly related to scene radiance. How-

ever, the camera response function (CRF) of most imaging

devices induces a non-linear mapping between these two

quantities for the purpose of dynamic range compression.

To address this issue, radiometric calibration aims to invert

this non-linear mapping in images, so that the linear rela-

tionship between image intensity and scene radiance is re-

stored.

Radiometric calibration is often performed using im-

ages that contain various known differences in relative ra-

diance values, such as from a calibration target [24, 28],

an image sequence captured with different exposure set-

tings [3, 6, 20, 25, 35], or multiple images recorded under

different illuminations [10, 21, 29]. These approaches can

easily be applied if the camera is at hand and the appropri-

ate images can be taken. But in many instances, one wishes

to process an image captured by an unknown camera for

which such calibration images are unavailable. This need

has motivated work on radiometric calibration using just a

single arbitrary image as input.

The existing single-image techniques all rely on finding

image regions that exhibit certain properties, such as locally

planar irradiance [26], uniform regions of various intensity

levels [32, 33], or color blending between uniform regions

at edges [18, 30] or caused by blur [31, 36]. However, in

many images, the number of regions that can be reliably

extracted with these scene properties can be rather limited,

thus reducing the effectiveness of these techniques.

To help deal with this problem, we propose in this work

to take advantage of the frequent appearance of human faces

in photographs by utilizing them for radiometric calibra-

tion. It has been found that faces exist in a large proportion

of camera phone images [8] and Flickr1 photos [1]. We

show that, similar to a calibration target, human faces con-

tain known radiance properties that can be exploited for ra-

diometric calibration. The color of human skin arises from a

combination of two independent pigments, namely melanin

in the epidermal layer and hemoglobin in the dermal layer.

From the spatial distributions of melanin and hemoglobin,

we show that there exists a low-rank property among cer-

tain skin albedo gradients. However, these sets of gradients

lose their low-rank property in images when intensity values

are non-linearly transformed by the camera response func-

tion. For radiometric calibration, we solve for an inverse

response function that restores this low-rank property and

hence undoes the non-linear mapping. In order to analyze

skin albedo gradients, our method extracts skin albedo val-

ues from the image through intrinsic image decomposition,

a technique for separating the reflectance and shading layers

of an image.

Although color properties of human skin are utilized in

this work for radiometric calibration, we show that the low-

rank property of skin albedo gradients is invariant to scene

illumination and the color filter sensitivities of the camera.

It is furthermore demonstrated that calibration with the low-

rank property is stable to weak specular reflections, which

are generally present over much of a face and are difficult to

remove. With this approach, our method can reliably per-

form radiometric calibration in images that are challenging

for other single-image techniques.

1Flickr: http://www.flickr.com/.
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Figure 1. An illustration of skin structure and pigment com-

ponents. (a) Two layer skin structure (borrowed from

http://www.health.auckland.ac.nz/courses/dermatology/1-

intro/structure-function-kp.html). (b) A raw (linear) facial image.

(c) Its melanin component. (d) Its hemoglobin component.

2. Related Work

The most commonly used methods for radiometric cal-

ibration take a fixed-camera image sequence with varying

exposures as input [3, 6, 20, 25, 35]. From this input, the

camera response function is recovered by examining how

image intensity changes with respect to exposure for corre-

sponding pixels in the sequence. Instead of varying expo-

sures, the image sequence can equivalently be taken with

varying illumination [10, 21, 29]. The need for a fixed cam-

era position can be eliminated through image alignment.

Thus, the image sequence could be composed of different

views of the same scene [5, 11, 19, 22] or compiled from a

photo collection [4, 27]. Different from these methods, we

focus on more widely applicable solutions that require only

a single image as input.

Single-image methods for radiometric calibration are

each based on image priors that are not maintained for

photos captured with non-linear camera response functions.

These image priors include a linear mixture of colors be-

tween uniformly colored regions [13, 18, 30, 31, 36], var-

ious properties of noise distributions [23, 32, 33], and lin-

ear intensity profiles of locally planar irradiance points [26].

To radiometrically calibrate an image, these methods solve

for an inverse response function that re-establishes their re-

spective image priors after applying it to the captured im-

age. Within this general framework for single-image meth-

ods, we propose a novel image prior based on the low-rank

structure of certain skin albedo gradients. In contrast to ar-

tificial calibration targets designed with known colors and

patterns [24, 28], human faces naturally appear in many

photographs, making this albedo gradient prior a useful cue

for radiometric calibration.

3. Skin Color Model

As illustrated in Fig. 1(a), human skin can be physically

modeled by a two layer structure composed of an upper epi-

dermis layer containing melanin as its dominant pigment

and a lower dermis layer with hemoglobin as its main pig-

ment. Different densities of these two pigments result in

both differences in skin color among people and spatial

variations in color over a person’s skin. According to the

modified Lambert-Beer law [9], which models the diffuse

reflectance of layered surfaces by one-dimensional linear

transport theory, skin color at pixel p can be expressed as

follows [34]:

R(p, λ) = exp{ρm(p)σ′
m(λ)lm(λ)+ρh(p)σ

′
h(λ)lh(λ)}R(p, λ),

(1)

where λ denotes the wavelength of light, and R and R are
the incident spectral irradiance and reflected spectral ra-
diance. lm and lh are the mean path lengths of photons
in the epidermis and dermis layers. ρm(p), ρh(p), σ′

m,
σ′
h are the pigment densities and spectral cross-sections of

melanin and hemoglobin, respectively. We represent the
wavelength-dependent melanin and hemoglobin scattering
terms σ′

m, σ′
h, lm, lh in terms of RGB channels as done

in [34], such that

σ′
m(λ)lm(λ) = {σ̄′

m,R l̄m,R, σ̄′
m,G l̄m,G, σ̄′

m,B l̄m,B},(2)

σ′
h(λ)lh(λ) = {σ̄′

h,R l̄h,R, σ̄′
h,G l̄h,G, σ̄′

h,B l̄h,B}. (3)

We then define the relative absorbance vectors σm, σh of
melanin and hemoglobin as

σm = exp{σ̄′
m,R l̄m,R, σ̄′

m,G l̄m,G, σ̄′
m,B l̄m,B}, (4)

σh = exp{σ̄′
h,R l̄h,R, σ̄′

h,G l̄h,G, σ̄′
h,B l̄h,B}. (5)

Since R = AR, we can combine this with Eq. (1), Eq. (4)

and Eq. (5) to express the skin albedo A as

A = σρm
m σρh

h , (6)

where both σm and σh are RGB vectors. An illustration

of the melanin and hemoglobin components of a calibrated

facial image is shown in Fig. 1 (c) and (d).

4. Algorithm Formulation
We denote the image irradiance, also known as scene ra-

diance, by R and the measured image intensity by I . A

camera response function f maps the image irradiance R to

image intensity I as

I(p) = f(R(p)), (7)

where p is the pixel index. Radiometric calibration aims to

solve for the inverse response function

g = f−1 (8)

from observations of image intensity I .

Following many previous works [10, 11, 18, 30, 23, 33,

32], we represent the inverse response function g using the

PCA model of camera responses presented in [7]:

g = g0 +Hc, (9)

where g0 is the mean inverse response, H is a matrix whose

columns are composed of the first N = 5 eigenvectors, and

c is an N -dimensional vector of PCA coefficients.
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4.1. Skin Pigment Prior

The image irradiance R can be represented by a compo-

sition of its intrinsic image components:

R = A×D, (10)

where A is reflectance (albedo) and D is shading.

Combining Eq. (10) with Eq. (7) and Eq. (8), we have

A×D = g(I). (11)

The first-order partial derivative of Eq. (11) is taken in the

vertical and horizontal directions. For the horizontal direc-

tion, the partial derivative is expressed as

∂A

∂x
×D +A× ∂D

∂x
= g′(I)

∂I

∂x
. (12)

Then dividing Eq. (12) by Eq. (11) and removing the sym-

bol ∂x to simplify notation, we have

∂A

A
+

∂D

D
=

∂I

g(I)
g′(I). (13)

According to Eq. (6), the albedo of skin can be repre-

sented by a combination of its two dominant pigments as

A = σρm
m σρh

h . To compute ∂A, we identify locations where

the density of only one pigment changes between neighbor-

ing pixels. For the case of melanin density change, where

the difference in melanin density is Δ, we have

∂A

A
=

σρm+Δ
m σρh

h − σρm
m σρh

h

σρm
m σρh

h

= σΔ
m − 1. (14)

Incorporating Eq. (14) into Eq. (13) and taking the log op-

eration on both sides yields the following:

Δ logσm = log(
∂I

g(I)
g′(I)− ∂D

D
+ 1). (15)

Let us denote ∂I
g(I)g

′(I) − ∂D
D + 1 in Eq. (15) by P (I).

As σm and P (I) are both vectors in RGB space, Eq. (15)

indicates that logP (I) is a scalar multiple of logσm for a

correctly estimated inverse response function g. Similarly

for the case of hemoglobin density change between neigh-

boring pixels, the correct inverse response function g should

result in logP (I) being a scalar multiple of logσh.

After collecting all the P (I) into two different matrices

M and N according to the pigment with the density change,

the column vectors of M and N will all be scalar multiples

of vector logσm and logσh, respectively, for the correct

inverse response function g. In other words, the rank of M
and N are 1 for the correct g. For estimating the inverse
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Figure 2. Energy profile of skin pigment prior Ep for various cam-

era response functions and inverse response functions. A raw fa-

cial image in (a) is used for synthesizing non-linear images with

response functions in (b). The energy profile in (c) shows that Ep

is minimized when the inverse response function (y-axis) correctly

matches the synthesized camera response function (x-axis).

response function g, we thus define the skin pigment prior

as the following rank minimization problem:

Ep(g) =
κm2

κm1

+
κh2

κh1

, (16)

where κm1, κm2, κh1, κh2 are the first two singular values

of matrices M and N , respectively. For the measurement

of rank minimization, the ratio of singular values has been

shown to be more robust than other metrics such as the sum

of singular values [13]. Details on identifying skin locations

with density change for only a single pigment are presented

in Sec. 5.1, and the computation of ∂D/D is described in

Sec. 5.2.

The effectiveness of this skin prior is illustrated with

an example in Fig. 2, where the raw facial image R in

(a) is rendered with 15 different camera response functions

{f1, f2, ...f15}, shown in (b). The camera response func-

tions are all gamma functions (I = Rγ) sampled within the

range γ ∈ [0.3, 1.0]. For these response functions, the en-

ergy profile of Ep over the set of corresponding inverse re-

sponse functions {g1, g2, ...g15} is shown in (c). Each entry

in the profile is Ep(gi|fj(R)), where i is the vertical index

from bottom to top and j is the horizontal index from left

to right. Ideally, entries along the diagonal of the energy

profile are Ep(gk|fk(R)) = 0. As displayed in (c), the dark

line that extends along the diagonal is consistent with the

ideal outcome.

A couple of important properties exist for the ratio ∂A/A
and the skin pigment prior Ep.

Property 1 (Color Invariance) ∂A/A is invariant to dif-
ferent illumination colors and color filter sensitivities.

Imaged skin colors may be shifted from the actual skin

colors due to colored illumination and/or different sensitiv-

ities of the camera’s color filters. This shift can be repre-

sented by the von Kries model, i.e. Rout = diag(Γ)Rin,

where Γ denotes the color shift. In such a case, the re-

flectance component A is not the skin albedo, but rather a

combination of the skin albedo and color shift Γ, expressed
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as A = Γσρm
m σρh

h . As a result, computer vision techniques

that utilize constraints on skin reflectance [34, 16, 17, 1]

typically require color calibration as a pre-process.

By contrast, color calibration is not needed in our work.

Incorporating a color shift Γ does not alter the value of

∂A/A:

∂A

A
=

Γσρm+Δ
m σρh

h − Γσρm
m σρh

h

Γσρm
m σρh

h

= σΔ
m − 1. (17)

The ratio ∂A/A is therefore invariant to the color shift, and

the skin pigment prior Ep can be applied without color cal-

ibration.

Property 2 (Specular Highlight Stability) The skin pig-
ment prior Ep is stable to weak specular highlights.

The skin pigment prior is formulated on diffuse reflec-

tion. While areas with strong highlights are often omitted

by skin detection methods or can be automatically identified

and removed, the remaining skin may contain weak spec-

ular reflections, which are commonly present over faces.

Here, we show experimentally that the proposed skin pig-

ment prior Ep is nevertheless stable to these weak specular

highlights.

We captured a raw facial image R (Fig. 3(a)) with spec-

ular highlights, and also acquired its diffuse component Rd

(Fig. 3(b)) through cross-polarization. From these two im-

ages, we roughly synthesized this face with varying degrees

of highlight strength via Rd + α(R−Rd) for α ∈ [0, 1]. A

gamma function G with γ = 1/2.2 was applied as the cam-

era response function. We then computed the skin pigment

energy Ep(g|G(Rd + α(R − Rd))) with different hypoth-

esized inverse response functions sampled among gamma

functions with γ ∈ [1, 3].
The resulting energy profile is displayed in Fig. 3(c). For

various scales α of specular highlights, the minimum en-

ergy coincides with the correct inverse response function of

G (γ = 2.2), indicating the stability of the skin pigment

prior Ep to weak specular highlights. Intuitively, this sta-

bility arises because the specular perturbations to ∂A/A are

relatively small compared to the value of ∂A/A, and thus

they do not substantially affect the singular value decompo-

sition and rank minimization.

4.2. Monotonicity Prior

Since camera response functions are monotonic, an in-

verse response function g always exists. To avoid trivial

solutions (e.g., a flat inverse response function) or invalid

solutions, we use a soft monotonicity prior that requires

the derivative of inverse response function g′(I) to be posi-

tive [13]:

Em(g) =
∑
I

H(−g′(I)), (18)
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Figure 3. Energy profile of skin pigment prior Ep for specular

highlights of various scales. (a) A raw facial image with specular

reflections. (b) The corresponding diffuse image obtained using

cross-polarization. (c) The energy profile of Ep for different spec-

ular scales and gamma inverse response functions with γ ∈ [1, 3].

where H is the Heaviside step function and g′(I) is com-

puted numerically by sampling g in the range of I ∈ [0, 1].

4.3. Empirical Prior

In the space of camera response functions [7], some ar-

eas within this space are statistically more likely than oth-

ers. As done in [18, 23], we incorporate this likelihood as

an empirical prior on inverse response functions.

Using the PCA model on inverse response functions

in Eq. (9), we compute the corresponding PCA coeffi-

cients c� for each inverse response function g� in the DoRF

dataset [7] as

c� = (HTH)−1(g� − g0), (19)

where g0 is the average inverse response function in the

dataset. Then using the Expectation-Maximization algo-

rithm, we fit a multivariate Gaussian mixture model to the

sets of PCA coefficients:

p(g) =
K∑

k=1

1

K
N (g;μk,Σk), (20)

where N represents a normal distribution with mean μk and

and covariance matrix Σk. We set K = 5 as done in [18,

23]. The regularization energy EG for this empirical prior

is finally expressed as

EG(g) = − log p(g). (21)

4.4. Objective Function and Optimization

The aforementioned priors are combined into the follow-

ing objective function:

E(g) = EG(g) + λpEp(g) + λmEm(g), (22)

where λp and λm are the regularization coefficients of Ep

and Em, respectively. Using the representation of inverse

response functions in Eq. (9), we transform the problem into

estimating the N coefficients of c. Equation (22) is mini-

mized by L-BGFS with numerically computed derivatives.

Although it was reported in [13] that the EMoR model [7]

4324



is unsuitable for gradient-based convex optimization, we

found L-BGFS to work well in all of our experiments.

The regularization weights λp and λm are set empiri-

cally from six facial images with different ages and genders.

Raw images {R1, R2, ...R6} are captured and have a linear

camera response. Non-linear images fj(Ri) are synthesized

from the raw images for each camera response function fj
in the DoRF dataset [7]. For effective weights, the energy

E(gj |fj(Ri)) should be less than the energy E(gk|fj(Ri))
computed using other inverse response functions. By solv-

ing the following optimization problem:

argmax
λp,λm

∑
Ri

∑
fj

∑
gk

H(E(gk|fj(Ri))− E(gj |fj(Ri))),

(23)

where H is the Heaviside step function, the weights are de-

termined as λp = 30000 and λm = 1000.

5. Implementation Details
In this section, we provide implementation details on

identifying skin locations where the density of only a sin-

gle pigment changes, and on computing the ratio ∂D/D.

The facial geometry used by these components is fitted by a

statistical morphable model for single-image 3D face recon-

struction [37] and the required facial landmarks are detected

using an Active Appearance Model [2].

5.1. Identifying Single Pigment Density Change

The skin pigment prior applies only to albedo gradients

caused by a single pigment. To identify such changes, we

detect diffuse skin pixels, compute their pigment densities

ρm and ρh, and then construct a map C of single pigment

density changes according to the computed pigment densi-

ties.

For the uncalibrated input image I , a region F of po-

tential skin pixels is obtained by projecting the fitted face

geometry onto I . To detect diffuse skin pixels within F,

we employ the adaptive skin detection method of [1]. The

skin region F is converted to HSV color space, where the

most populated bin P of the hue histogram is used to iden-

tify skin colors. Only those pixels whose hue component

lies within H ∈ [P − ω,P + ω] are selected as skin pixels.

Skin pixels that are either too dark or too bright according to

V < VL

⋃
V > VH are ignored to avoid potential noise or

specular regions. In [1], the location of P is constrained to

lie within a certain hue interval, but we eliminate this con-

dition to account for illumination colors and the camera’s

color filters which may shift P .

After collecting all the diffuse skin pixels, we compute

the pigment densities and identify single pigment density

changes between pairs of neighboring pixels. We apply

the intrinsic image decomposition in Sec. 5.2 on the un-

calibrated image I to obtain pseudo-albedos Â. The de-
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Figure 4. An illustration of diffuse skin detection and the identi-

fication of single pigment change. (a) An input image with po-

tential skin region F extracted from the fitted facial geometry. (b)

Detected skin pixels overlaid by map C, where yellow indicates

melanin-only change and red signifies hemoglobin-only change.

(c) Normalized hue histogram of the potential skin region in (a).

composed values represent pseudo-albedos, rather than true

albedos, since they are computed from an uncalibrated im-

age, but pigment densities can nevertheless be computed

from pseudo-albedos as explained in the supplementary ma-

terial. Independent Components Analysis (ICA) is then per-

formed on log Â to obtain pseudo-pigment vectors σ̂m, σ̂h.

The pigment densities ρm and ρh for each diffuse pixel can

then be computed by solving the following least squares

problem: (
σ̂m σ̂h

)(ρm
ρh

)
= Â(p). (24)

From these pigment densities, the map of single pigment

density changes is constructed as

C(p, q)

⎧⎪⎨
⎪⎩
σm, if |∇ρm| > thm

⋂ |∇ρh| < tlh,

σh, if |∇ρm| < tlm
⋂ |∇ρh| > thh,

ignored, otherwise.
(25)

Figure 4 shows an example of diffuse skin detection and

the map C of single pigment changes. The thresholds are

set as ω = 18, VL and VH at 25% and 75% of the sorted V

component, tlm and thm at 10% and 95% of sorted |∇ρm|,
and tlh and thh at 10% and 95% of sorted |∇ρh|.
5.2. Computation of shading variation

The ratio ∂D/D could be set to zero on the assumption

that diffuse shading is smooth and its spatial gradients are

zero. To more accurately compute ∂D/D in Eq. (15), we

instead utilize geometry-guided intrinsic image decomposi-

tion [14, 15] to decompose the scene radiance R = g(I)
into skin albedo A and diffuse shading D, as expressed

in Eq. (10). This problem can be formulated in logRGB
space as

rp = ap + dp, (26)

where r, a, d are the logarithms of scene radiance R, skin

albedo A and shading D. The decomposition employs both

the conventional Retinex model [12] and non-local con-

straints on shading in which surface normals that share the

same direction have similar shading [14]. So the diffuse
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shading component d is computed by the following mini-

mization:

argmin
d

∑
(p,q)∈ℵ

[ωd
p,q(dp−dq)

2+ωa
p,q((rp−dp)−(rq−dq))

2]

+
∑

(p,q)∈N
[ωd

p,q(dp − dq)
2], (27)

where ℵ denotes 4-connected pixel pairs and N is the set

of pixels pairs with the same surface normal direction; ωa

and ωd are coefficients that balance the constraints; ωa is

set to a constant ωa if the Euclidean distance between the

chromaticities of (p, q) is less than a threshold τa; and ωd is

set to a constant ωd if the angular distance between surface

normals of (p, q) is less than a threshold τd.

Equation (27) can be simplified to a standard quadratic

form:

argmin
d

1

2
dTAd+ bT d+ c, (28)

which can be optimized using the preconditioned conjugate

gradient algorithm. The aforementioned parameters are set

to the values used in [14], and the surface normal directions

n̂ over the face are obtained from the fitted facial geometry.

There exists a scale ambiguity in intrinsic image decom-

position. If a decomposition A, D satisfies A × D = R,

the decomposition αA, D/α also satisfies αA×D/α = R.

However, the proposed skin pigment prior is not affected by

this ambiguity, because the ratio ∂A/A is invariant to any

scaling of albedo A, similar to its color invariance property.

6. Results
To evaluate the proposed method, we compare our re-

sults with four existing single-image radiometric calibration

methods, namely EdgeCRF [18], GICRF [26], ISCRF [32]

and RankCRF [13]. EdgeCRF [18] analyzes color blending

between two uniform-color regions. GICRF [26] is based

on a geometry invariance property in locally planar irra-

diance regions. ISCRF [32] recovers the camera response

function by examining the intensity similarity among uni-

form color regions. RankCRF [13] can take either multiple

images or a single image as input, and we use their single-

image configuration that uses rank minimization together

with the color-blending property used by EdgeCRF [18].

The computational cost of these methods depends on the

number of detected image regions that satisfy the proper-

ties they exploit. Generally speaking, EdgeCRF [18], GI-

CRF [26], RankCRF [13] and our method without han-

dling shading variation take a similar amount of compu-

tation time. ISCRF [32] requires more than a ten-fold in-

crease in time over these methods because of the compu-

tation of intensity similarity, while our full method instead

needs about a three-fold increase over those methods to per-

form the geometry-guided intrinsic image decomposition.

Our approach depends only on identification of single

pigment density changes to obtain a reliable calibration, so

it is not sensitive to the size of the face region or a highly

precise face detection. Furthermore, it theoretically per-

forms better when information is available from multiple

detected faces, thus we only consider single-face images in

our evaluation of the proposed approach.

6.1. Synthetic Image Results

For evaluation with a comprehensive set of camera re-

sponse functions, we conducted experiments on synthetic

images rendered with 201 different camera response func-

tions from the DoRF dataset [7]. We take the six real im-

ages used for determining regularization weights as raw im-

ages and add five more captured images. In total, there are

11 × 201 test cases. The root-mean-square error (RMSE)

between the estimated inverse response function and the

ground truth is used for error measurement.

Table 1 lists error statistics of this evaluation, including

the minimum, median, mean, maximum and standard devi-

ation of the error measurements for each of the compared

methods. Figure 7 shows some selected results. Although

the first and second rows of Fig. 7 are captured with differ-

ent illumination colors, this does not affect our method be-

cause of the color invariance property of the skin gradient

ratio ∂A/A. For these portrait images, our results present

substantial improvements over other single-image methods

because the number of detected regions that adhere to the

scene properties utilized by these methods is quite limited

in faces. For example, as shown in Fig. 5(a), the local re-

gions found and used by EdgeCRF [18] and RankCRF [13]

are relatively few and provide information too limited for

computing a good estimate of the inverse response function.

RankCRF [13] performs a bit better than EdgeCRF [18] be-

cause the rank minimization is more robust at avoiding triv-

ial solutions. The number of facial pixels satisfying the ge-

ometry invariant property in GICRF [26] is also not large

as shown in Fig. 5(b). Moreover, the error of the predicted

geometry invariant (Fig. 5(c)) from ground truth is too large

for accurate estimation of the inverse response function. IS-

CRF [32] operates on image noise distributions in uniform

color regions of various brightness. In facial images, the

slight color changes due to spatially varying pigment den-

sities may be incorporated in the image noise model and

degrade the results. Although simply assuming ∂D/D = 0
in our method can lead to some good estimates, incorporat-

ing the geometry-guided intrinsic image decomposition to

accurately handle shading variation brings significant im-

provements for most images, as indicated by the reduced

median and mean errors in Tab. 1.

A failure case for all of the methods, including ours, oc-

curs for an unusual camera response function which maps

most of the skin pixels to a bright, narrow intensity range as
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Table 1. Synthetic image error measurement (×102).

Algorithm Min Med. Mean Max Std

EdgeCRF [18] 1.10 27.0 27.2 62.4 12.7

GICRF [26] 0.280 26.6 26.2 65.9 9.06

ISCRF [32] 0.310 21.9 20.9 44.2 7.22

RankCRF [13] 0.500 22.1 21.6 44.6 7.46

Ours w.o. Shading 0.600 12.5 13.4 33.2 4.06
Ours 0.330 3.70 5.28 32.0 4.95
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Figure 5. Failure example for previous methods. (a) Detected

regions (green boxes) for processing by EdgeCRF [18] and

RankCRF [13]. (b) Possible geometry invariant pixels (marked in

yellow) and (c) the geometry invariant prediction error histogram

of GICRF [26].
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Figure 6. Failure example for our approach. (a) A nonlinear input

image. (b) The estimated inverse response function by our method,

as well as the ground truth.

shown in Fig. 6(a). This mapping washes out the color vari-

ation in the skin, leaving little information for our method

to process.

6.2. Real Image Results

For evaluating our technique on real captured images,

we use eight cameras of varying types, including two

DSLRs (Canon EOS 5D, Nikon D5100), two mirrorless

cameras (Sony NEX-7, Sony a6000), two webcams (Log-
itech Pro9000, ANC 152WS), and two mobile phone cam-

eras (iPhone 6 Plus, Huawei Mate8). For each camera, we

captured six images including faces of different gender and

age. The ground truth of the inverse response functions as

well as the white balance are obtained using a color checker

chart. In contrast to the portrait images used in the previ-

ous section, these ordinary images contain additional scene

content that can be utilized by the other single-image meth-

ods.

A quantitative error comparison over all the images is

given in Table 2. Part of the images used for this com-

Table 2. Real image error measurement (×102).

Algorithm Min Med. Mean Max Std

EdgeCRF [18] 5.58 25.6 24.5 44.3 9.38

GICRF [26] 8.58 20.1 23.4 47.1 11.0

ISCRF [32] 2.52 9.18 10.2 24.4 6.39

RankCRF [13] 3.36 10.8 13.2 32.0 7.86

Ours w.o. Shading 4.12 5.65 5.91 9.44 13.2

Ours 1.65 3.45 3.50 5.63 0.955

parison and the estimated inverse response functions from

various methods are displayed in Fig. 8. Please refer to the

supplemental material for more results. The results of Edge-

CRF [18], GICRF [26] and RankCRF [13] depend on im-

age content and their ability to find suitable local regions

for their processing. Especially in outdoor images full of

complex surfaces, there may be a number of erroneously

detected regions that do not actually satisfy the assumed

properties and thus mislead the estimation. ISCRF [32]

works more effectively for cameras that generate more im-

age noise, such as a webcam or a smartphone camera, and

generally less well for higher quality images. In this exper-

iment, ISCRF [32] happens to work well for some of the

Canon EOS 5D images because of the blurred backgrounds

due to depth-of-field and a higher ISO used for capturing in-

door images with low illumination. When a face is present,

our approach can obtain relatively reliable estimates regard-

less of the other scene content, even if the face regions are

not large, are captured under varying illumination, or are

noisy. This is indicated by the maximum error and stan-

dard deviation statistics in Tab. 2. From these examples of

typical images, it can be seen that faces are a useful source

of radiometric calibration information that is effectively ex-

ploited by our technique.

7. Conclusion

In this paper, we presented a radiometric calibration

method based on a low-rank property that exists among cer-

tain skin albedo gradients because of the pigments within

the skin. We note that this use of human face data may

complement existing approaches that operate on other scene

areas. How to jointly utilize these different cues for radio-

metric calibration is a potential direction for future work.
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Figure 7. Selected results for synthetic images. The non-linear image is shown at the left of each entry, followed by the estimated inverse

response functions for the comparison methods as well as the ground truth for the R, G and B channels, respectively. Please zoom in for

better viewing.
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Figure 8. Real image results. Each entry shows a non-linear input image on the left, followed by the estimated inverse response functions

for various methods as well as the ground truth for the R, G and B channels, respectively. Please zoom in for better viewing.
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